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i If we only have Gy

n If there are no other available data for a stock
than catch at age one could attempt to fit the
model to catches alone.

= May need a extra “stabilizer”, and the brave one
may assume that fishing mortality does not
change much between consecutive years:

SSE =SSE_ +SSE,
=SSE_ + > (ln F —-InF | )2

Use with extreme caution!



Examples of some “variants” on
modelling selection pattern



nl Modeling selection patterns

= Empirical fit:
=« In the setup here we have sorted to fitting of a fixed
selection patterns, estimating each Sa separately
(empirical fit)

For simplification we assumed that Sa in the two oldest age
groups are equal to 1.00

= However many variants available in various

software packages. Examples are:
Logistic function (AMCI, ...)
Double (or quadruple) logistic function (West coast stuff)
Double half Gaussian
Thompson'’s exponential-logistic model (NFT StatCam)



sl Modeling selection patterns

= Empirical fit:

= Although using a functions may reduce the number of
parameters to be estimated, we more often observe selection
patterns that do not follow any parametric function.

=« In practice we thus most frequently estimate the selection of
each age group separately. This requires two things:

Rescaling: The selection pattern is a relative value and need thus to
be normalized so that some reference age or age range the value is
ONE

Constraint on the oldest groups: Normally the observations do not
contain enough information so some constraint on the selection on
the oldest age groups is needed. The simplest assumption is to set
the selection of the oldest age(s) equal to the average of some
younger ages.

= Note that this constraint does not necessarily imply that the selection
pattern cannot go down with age.



i Rescaling selection pattern

= The selection at age (say) for the current year is finally
obtained by scaling the F., so that the average selection

over the reference age(s) is ONE:
F

a,y
a=a?2
2 F,
a=al

(a2—a1+1)

Sagf::

= Alternatively one could put a constraint on the selection
parameters in the minimization: Zz
Sa’y
a=al

a =1.00
(a2—a1+1)

= al: Lower reference age group
= a2: Upper reference age group



i Constraint on the oldest age groups

= The simplest form of the constraint on the oldest age
group is to assume that the selection pattern in the
oldest age group(s) is the same as the prior age groups:
Sa.y — Sa—l,y
= Another way would be to set a penalty in the objective

function on the amount of “curvature” in the selection
pattern by age:

a=a6-2

101 = /1,012 Z (Sa,y _2Sa+1,y +Sa+2,y )2

y a=ab

=« ab and a6: Lower and upper age group over which constraint is
applied



al EXxcel implementation

CONSTRAINTS

Name
Average selection age 6 to 8

PARAMETERS

Name Ln(parameter) Switches Parameter
Ins1 -4.90 0.007
Ins2 -3.60 1 0.027
Ins4 -2.50 1 0.082
Ins4 -1.60 1 0.202
Ins5 -0.90 1 0.407
Ins6 -0.40 1 0.670
Ins7 -0.10 1 0.905
Ins8 -0.15 1 0.861
In s9 -0.20 0 0.861
Ins10 -0.25 0 0.861
Ins11 -0.30 0 0.861

RESCALING

Decide on the reference
age range

Calculate average
selection pattern for that
age range

Set the constraint in
solver for the average to
beequalto 1l

CONSTRAINT

1.

Set the sa for the oldest
age group equal to that
of the younger age
groups. Could use
switches to control this.
If switch =1, estimate
the value. If switch=0,
use the value “above”.



. SR

What is this random walk stuff?



vi Changes in selection pattern

= The fisheries of a stock we are dealing with rarely has a
fixed selection pattern through the time period we are
dealing with.

= How do we account tor this in our catch at age models?



i Time-varying parameters

= In manual describing models we may see
something like:

= Changes in selectivity occur each year through a
random walk for every age:

e
S, pu=25,€ "

a,y+1

where
e, . ~N(©0,07)

and

min SSE — ﬂx Z gj,y



al What does it mean?

S —InS )
L=1Y¢ —/12@ +1n(o)

e

a,y , a,y

= Conceptually this means that the selectivity in year y
can vary from the selectivity in year y-1 and that the
deviation between the years takes on a lognormal
distribution with a standard deviation of sigma.

Note that the above is a log-likelihood formulation. For all
practical purposes here, it is the same thing as the minimum
sums of square concept.



i Where does this fit into statistics?
= Note the difference between:

SSE=Y(nS, —-InS,

minimize

= and

minimize DOL = Z (ln Ua,y —In ﬁa,y )2

= In the latter we are minimizing the difference
between observed and predicted data, in the former
we are minimizing difference between two
parameters, that are both predicted in the model!!

= How many parameters are we actually estimating?



i Implementing change in selectivity

= Could do:

u u 2
SSE, =Y (InA™ —1n A™)

minimize Al

SSE, = (Ino*~Ing*,)

minimize

SSE, =Y (Inc*-Inc",)

minimize

= Have never seen this implemented exactly as above, but
lets do it just to get the feel for it this random walk.



a| Excel implementation for c.,

MINIMIZATION STUFF

Sum of squares
C@A
U@A - Survey 1

Penalty oL

Total SSE

71.29

13

0.1839

86.3919

PARAMETERS

Name Ln(parameter) Switches  Parameter
In 6L 1900 2.52 12.47
InoL 1901 2.56 1 13.00
In oL 1902 2.52 1 12.39
In oL 1903 2.39 1 10.86
In oL 1904 2.20 1 9.01
In oL 1905 2.02 1 7.54
In 6L 1906 1.95 1 7.00
In 6L 1907 2.03 1 7.61
In 6L 1908 2.21 1 9.13
In 6L 1909 2.40 1 10.98
IncoL 1910 2.52 1 12.46

Set up a penalty area
Calculate the log
deviation for
consecutive years

(ln o, — In O, )

Square the deviation,
sum the stuff, multiply
with A

/16L Z (ln o,-Ino,_, )2

The total objective
function becomes:

minSSE —_— SSEc@a + SSEu@a
+ ... + SSEcsL



i Random walk in o.

Modelled selection pattern by year
and age




. SR

Random walk: recursive updating
(AMCI)



i Recursive updating

= In AMCI there is a different approach towards
modelling random walk in the selection pattern.
This requires 3 steps in each year (except the
first year):
= Step 1: Fishing mortality derived directly from the
observed catches in the year in question.

= Step 2: Fishing mortality derived from the weighted
average of above and fishing mortality derived from
the estimated selection pattern of the previous year
and the estimated fishing mortality this year.

= Step 3: The rescaled compromised fishing mortality
from these two different approaches becomes the
estimated selection pattern of the year in question.




| Recursive updating: Step 1

= If Nay and Cay are known one can estimate Fay from the catch
equation: .
COBS — _ Fa,y (1_6—(17"a,y+May))N
“F, +M, @

« Use F-tilda here to distinguish it from the conventional way of obtaining

F in a catch at age model where the predicted catch determines the F

value. Could refer to F-tilda as the “observed” fishing mortality.

Note that F-tilda is in a sense equivalent to the F obtained in a VPA analysis,

where the observed catch is assumed to be without error. In the statistical

catch at age world, the F value is directly related to the predicted catch via
the catch equation.

= Since Fay cannot be calculated by elementary expression, could use
Popes approximation: N ~N, &M - Cz,jse_o.wa,y

a+l,y+1

_ COBS
F =-—In (1— ]\;’y eO'SM“’yJ

a,y



=/ Recursive updating: Step 2

= Another estimate of Fay is available obtained by
assuming that the selection pattern this year is the same
as that of last year. Thus:
F =s F

ay — “a,y-17y

= Note that this is just the separable assumption, i.e. that selection
pattern does not change between the two years.

= Note that the Fy is directly related to the predicted catch.

= We can thus calculate Fen, @as @ compromise between the
two estimates of fishing mortalities by:

~

FaT,fMP = (1 —&,, ) Sa,y—le T aa,yFa,y
= If oo=0 this becomes a seFarabIe model, if a=1 this is a
forward based VPA model (no errors in the observed
catches).



i Recursive updating: Step 3

= The selection at age (say) for the current year is
finally obtained by scaling the Femy SO that the
average selection over the reference age is ONE:

F temp

a.y a=a?

Z F temp

a=al

(a2—a1+1)

\)

= al: Lower reference age group
= a2: Upper reference age group



i Recursive updating — some note on «

= The algorithm has some similarity with a Time Series
Analysis (TSA), where o would correspond to the Kalman
gain vector.

= In TSA framework, the gain is (at least conceptually) the
ratio between process variation and observation noise
and is estimated in the model.

= Don't ask me how, please — I don’t know how TSA does this!

= In AMCI « is just input by the user. The choice of o
should be guided by some perceived understanding of
the ratio of the process vs. observation noise.

= Process variation: Model error
= Observation noise: Error in the catch at age matrix



. SR

Modelling catch at age and survey
indices at age as proportion



i Treatment of catch information I

= NFT-ASAP (as many other models) split the
yearly catch into:
= The total yield in weight:

Y =C W (6)

a,y a,y a,y

= Proportion by age in numbers

C
P )

= 7
» Ty (7)

Fleet subscript (g) ignored here



i Treatment of catch information II

= The objective function for catch thus becomes:
= The yield in weight (log normal):

— 2

L=21 ln(ZYa,y)—ln(ZYa’yﬂ (16)
= Proportion by age in numbers (multinomial)

L2 — Zﬂ?,yzf)a,y ln(}sa,y )_ })a,y ln(})a,y) (17)

Fleet subscript (g) ignored here



i Treatment of survey indices

= In ASAP survey information can be split into
selectivity and catchability:

fa,y — qZSaN;,y (11)

s Can be either number or biomass

= This is also what is done in Stock Synthesis and
in Coleraine.

Fleet subscript (g), ignored here



Lots of random walks
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A final practical note

Take flexible parts in many software packages as a sign of warning.
Some software have more "“switches” than you may have dreamt of.

The “manuals” are sometimes very rudimentary. Even setting up a
fixed separability model is a challenge in some of these software
packages.

Before using any off-the-shelf software, make sure you understand

the underlﬁlng principles and assumptions. At least make sure that
you know how to turn off options that you don’t want.

If some things look unfamiliar try to emulate it on you own. Most of
the time complex formulas or implementations can be demystified if
one finds the time.

First and foremost: Know your data!
= If the data are good, the method does not matter
« If the data are poor, the method does not matter
= (Un)fortunately most of the data are “in-betweenies”!



. SR

The VPA model



The VPA map

2. Selection pattern

Not modelled

3. Fishing mortality

Natural mortality

4a. Population numbers

Store qy

and Nterm

here

1. Parameters

5. Predicted catch N\
Not modelled |

(

Observed catch at age

4b. Nay at survey 1 time

4c. Nay at survey 2 time

6a. Predicted survey 1
indices

6b. Predicted survey 2
indices

Observed survey 1 indices

Observed survey 2 indices




i The parameters of the VPA

= Terminal N values for each true cohort

= If you don’t have the suvey values for all cohorts
“alive” in the terminal year one needs to do
something else for those year classes (same of course
applies to statistical catch at age model).

= (a Values for each survey age index

= Terminal N here is Na,1925 for all true ages

= These are stored in the parameter area and
transferred to the proper place in the Nay matrix



i VPA: Oldest true age (age 10)

= Different approach because don't generally have
good (any) survey informations for the oldest

ages.

= Generally make assumptions about F in the
oldest age being similar as on younger age
groups, taken values from younger ages:
| Fa,y —_ Fa—l,y

= Populations numbers for oldest true age then

derived from the inverted catch equation:

N, = “o
"R (e )1




71 The x-tools: A bit of a warning messages

= The purpose of the x-tools are:
= Provide a tool to enhance the understanding of simulations

= Provide a tool to that may help to understand the various
implementations of the statistical catch at age assessment
models (note the plural).

= Provide tools that may address various hypothesis.

= Provide tools that may show how observation errors may affect
our perception of the stock.

= Provide tools that may show how seriously wrong we may go if
the observation data is biased or if we make wrong model
assumptions.

= If you find a programming bug then you found IT!
= Just make sure it is not in your head

= Don’t use the x-tools on real things for real purposes.

= And again, remember that the real world is much more
complicated than set up in a simple simulator
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