Practical 1 – Some tips and tricks in Excel

This will be a collective laboratory, where the following useful elements of Excel will be covered via step-by-step demonstration (see 01ExcelTipsAndTricks.xls):

a) Fixed cell reference, naming cells and their use

b) Lookups (and some discussion on data management)
c) Random numbers, random draws
d) Frequency distribution

e) Table function

f) …

Practical 2 – Confronting models with data – introducing the least squared residuals
Objectives: Understanding the concept of fitting model to data and that the least-squared residuals giving the best parameter estimate is independent of the complexity of the model used. Revise some of standard statistical output of regression analysis.
Before you start to go into the exercise in depth, look at the measurements in each case, plot them up and think what type of relationship would best describe the patterns in the data.

Part A – A simple regression analysis
Data set: Total length (T) vs carapace length (C) of an anonymous fish stock
Model: 
[image: image1.wmf]i

i

L

i

L

T

C

e

b

b

+

+

=

,

1

0

,


where 
[image: image2.wmf])

,

0

(

2

s

e

N

i

=


i) First obtain the model parameter estimates by whatever method you are currently most comfortable with. Then obtain the best parameter estimates by mimimizing: 
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Practical procedures: The data are stored in column E and F, the parameters in cells B2 and B3. Use column G to calculate the predicted Carapace Length (CL, see equation 1) and then columns H and I to calculate the difference between the observed and the predicted CL and the square value for each observation i (equation 2). Finally, calculate the sum of these values (SSR) in the cell B4. Use initially guesswork for the parameter estimates that best describe the data, then apply solver to minimize the SSR (equation 2)
ii) Plot the length against weight showing both the raw data and the model fit. Does the model fit appear reasonable? Plot the deviation in the model fit against length. Describe the pattern in the deviation of the residuals and the variance as a function of length. Is there indication that the model violates the assumptions made in the model? If so, suggest ways to improve the model and provide new parameter estimates based on such procedure.
iii) Calculate the total variance in the Carapace length by:
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What is the “byproduct” of this calculation?

iv) By revising your knowledge from statistic course, try to replicate as much as you can the calculation of the standard regression analysis as they come from “the black-box” (here an Excel Regression Analysis output is shown):

[image: image5.emf]SUMMARY OUTPUT

Regression Statistics

Multiple R 0.959357

R Square 0.920365

Adjusted R Square 0.918706

Standard Error 4.794621

Observations 50

ANOVA

df SS MS F Significance F

Regression 1 12752.88 12752.88 554.7528 5.04E-28

Residual 48 1103.443 22.9884

Total 49 13856.32

CoefficientsStandard Error t Stat P-value Lower 95% Upper 95%

Intercept 3.350821 2.603691 1.28695 0.204283 -1.88425 8.585893014

X Variable 1 0.383132 0.016267 23.55319 5.04E-28 0.350425 0.415838047


Part B – A linear model, lognormal errors

Data set: Length – weight data – to be substituted with some appropriate local data

i) First obtain the model parameter estimates by using Excel “Add trendline” graph command.  Then find the best estimates of the parameters  and  that describe the following model:
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where 
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Compare the results from the two model fits. What is reason for the difference obtained?
Practical procedures: Follow procedures in part A when setting up the spreadsheet to obtain the parameter estimates using Solver.

ii) Plot the length against weight showing both the raw data and the model fit. Does the model fit appear reasonable? Plot the deviation in the model fit against length. Describe the pattern in the deviation of the residuals as a function of length. 
iii) Is there indication that the model violates the assumptions made in the model? If so, suggest ways to improve the model and provide new parameter estimates based on such procedure.
Part C – Fitting normal distribution to frequency data
Data set: 2 sets, the first containing a unimodal length frequency distribution, the second a bimodal distribution.

The task is to estimate the mean length and standard deviations of each mode. A normal frequency distribution can be described as:
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where

ni: The number of fish in length class i

n: The total number of fish in the sample

Li: The actual length in class i

: the mean length

: the standard deviation

i) Unimodal length distribution. Estimate the mean and standard deviation of the sample by minimizing:
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ii) Get Excel Help on the NORMDIST function and use it to replace the cumbersome equation above for the predicted length distribution.

iii) Bimodal length distribution. Estimate the mean and the standard deviation of the two modes jointly by minimizing:
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where
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the n1,  and n2,  refer to the numbers, mean and standard deviation of mode 1 and mode 2 respectively.

iv) Reduce the number of estimated parameters in ii) by assuming that the coefficient of variation (CV) is the same for the two modes (CV = //). Refit the model.
v) Class demonstration, the multinomial distribution and introduction to maximum likelihood ????
Practical 3 – General linear model – standardizing catch rates
Objectives: Understanding the concept of GLM
Practical 4 – Introducing bootstrapping
Objectives: Understanding the concept of bootstrap analysis.
Practical 5 – Non-random sampling and stratification
Objectives: Understanding the concept of ...
_1340694057.unknown

_1343024620.unknown

_1343025065.unknown

_1343025172.unknown

_1343024661.unknown

_1340694134.unknown

_1340690955.unknown

_1340693989.unknown

_1340690813.unknown

_1339849967.unknown

